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Zwei Beispiele aus dem wirklichen Leben



UK school exam grading
controversy (2020)

e Statt Abschlussprifungen wurden Abitur-Noten
,hochgerechnet”

e Benachteiligung ,schlechter Schulen” mittels
Scoring

e Schileriinnen verloren Studienplatze durch
"exam downgrade"

=> Systematische algorithmische Diskriminierung

Quellen: Wikipedia | Deutschlandfunk Nova |
Economics Observatory



https://en.wikipedia.org/wiki/2020_United_Kingdom_school_exam_grading_controversy
https://www.deutschlandfunknova.de/beitrag/abitur-noten-in-gro%C3%9Fbritannien-aerger-und-streit-um-algorithmus
https://www.economicsobservatory.com/how-should-academic-achievements-school-students-be-assessed-year

Toeslagenaffare (NL, 2020)

Uberwiegend migrantische Familien wurden des
Sozialbetrugs beschuldigt

Kindergeld wurde falschlicherweise
zurlckgefordert

automatisierte datenbasierte Diskriminierung
Regierung Rutte trat zurtick

BuBgeld von 2,7 Mio € fur diskriminierende
Datenverarbeitung

Quellen: netzpolitik.org | Wikipedia

Bild: Belastingdienst Toeslagen enveloppen. Image by
mystic_mabel



https://netzpolitik.org/2021/kindergeldaffaere-niederlande-zahlen-millionenstrafe-wegen-datendiskriminierung/
https://en.wikipedia.org/wiki/Dutch_childcare_benefits_scandal

Art. 22 DSGVO

Automatisierte Entscheidungen im Einzelfall
einschlieBlich Profiling



Art. 22 DSGVO

Intention der Gesetzgebung

e Automatisierung ermoglichen

e Benachteiligung Betroffener vermeiden
e Erheblichkeitsschwelle definieren

siehe EG 71 f. DSGVO & Art. 22 DSGVO

Nicht gekennzeichnete Bilder sind Kl-generiert;

Ausfuhrliche Bildquellen mit Lizenzangaben: weiter
hinten



https://datenschutzarchiv.org/dokumente/dsgvo-gesetzestext/erwaegungsgruende/erwaegungsgrund-71
https://datenschutzarchiv.org/dokumente/dsgvo-gesetzestext/kapitel-iii/artikel-22

Kernaussage des Art. 22 DSGVO

Du sollst keinen automatisierten Entscheidungen
unterworfen sein.
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ABER AUCH IN ART. 22 DSGVO:

Automatisierte Entscheidungs-

findung ist zulassig,

sofern

(i) ein Mensch die Entscheidung fallt

oder

(ii) ein Unions- oder nationales Gesetz

Naheres bestimmt.
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ANDERNFALLS GILT NACH ART. 22 DSGVO:

Eine Erheblichkeitsschwelle

Automatisierte Entscheidungsfindung
Ist verboten, wenn sie

(i) rechtliche Wirkung entfaltet
oder

(ii) Betroffene in ahnlicher Weise
erheblich beeintrachtigt.

Bild: Keven Law: Mauswiesel




Das SCHUFA-Urteil des EuGH
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Kreditvergabe ("SCHUFA-Urteil des EuGH")

Die Verweigerung eines Kredits basierend auf dem ,SCHUFA -
Score” ist eine ,,automatisierte Entscheidung im Einzelfall”

Weitere Aussagen

e der SCHUFA-Score ist ,Profiling” entspr. Art. 4 (4) DSGVO

e weite Auslegung des Begriffs ,Entscheidung” in Art. 22 DSGVO bietet
umfassenden Schutz

e ,Malgeblichkeit”: Die Entscheidung ist bei einem ,niedrigen Score” so weit
vorbereitet, dass ein Mensch nicht mehr selbst entscheidet.

Urteil ECLI:EU:C:2023:957 vom 7.12.2023 (Rechtssache C-634/21)

14


https://curia.europa.eu/juris/documents.jsf?num=C-634/21

Agenda

1. Automatisierte Entscheidungsfindung
2. Das Priifschema
3. Entscheidungsunterstiitzung

4. Fazit & Diskussion

15



Das Prifschema

Strukturierter Zugang zu Art. 22 DSGVO
(Verbot, Ausnahmen und Rickausnahmen)

e Veranwortliche:r fullt Word-Template aus
e Datenschutzbeauftragte:r berat
e Dokumentation der flnf Prufschritte

o Sachverhalt trifft zu?
[ Ja | Nein | Klarungsbedarf ]

o Begrundung der Antwort
[ Textfeld ]

Bild: Screenshot
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Prifschritte
Geben Sie bei jedem Prifschritt eine kurze Begrindung Ihrer Antwort an. Falls
Klirungsbedarf besteht, erwahnen Sie bitte, welche Punkte noch offen sind.

Prafschritt 1: Anwendungsbereich der DSGVO - Art. 2, insb. Art. 2 [2) und Art. 23
Die Verarbeitungstatigkeit ist im Anwendungsbereich der DSGVO und kein gesetzlich
geregelter Ausnahmetathestand?

Hinweis: Handelt es sich um eine Verarbeitung personenbezogener Daten innerhalb der Europdischen Unian
brw. fir EU-Birger? Typische Ausnohmen noch Art. 2 und 23 DSGVO sind 1.B. Strafverfolgung, dffentliche
Sicherheit und Landesverteidigung

Zutreffend? JA [ ]/ NEIN [ ] f Kldrungsbedarf [ ]

#|Begrundung Ihrer Antwort:

Profschritt 2: Wirkung der Entscheidungsfindung - Art. 22 (1)
Entfaltet die Verarbeitung gegeniber der betroffenen Person rechtliche Wirkung oder
beeintrachtigt sie sie erheblich in dhnlicher Weise?

Himweils: Handelt es sich um einen Rechtsakt einer stoatlichen Institution / Behdrde ader um eine
privatwintschaftiiche Prifung im Zusammenhang mit Vertragsabschlissen (2.8, bel Bewerbungsverfahren oder
einer SCHUFA-Auskunft]?

Zutreffend? JA [ 1/ NEIN [ 1/ Kldrungsbedarf[ ]

Begrindung Ihrer Antwort:

16
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Priifschritt 1: Anwendbarkeit der DSGVO

Ist im Anwendungsbereich der DSGVO? - Art. 2 f DSGVO

Insbesondere ist zu prifen, ob eine Ausnahme entsprechend Art. 2 DSGVO vorliegt.

e Ausnahmen sind Strafverfolgung, 6ffentliche Sicherheit und Verteidigung
e Fir Ausnahmen ist die DSGVO nicht anwendbar

e Hier sind die Richtlinie (EU) 2016/680 (Art. 11) und nationale gesetzliche Normen
zu prufen, u.a. §54 BDSG und Landesdatenschutzgesetze, wie §39 BInDSG

17


https://datenschutzarchiv.org/dokumente/dsgvo-gesetzestext/kapitel-i-art-1-4/artikel-2
https://eur-lex.europa.eu/legal-content/DE/TXT/PDF/?uri=CELEX:32016L0680
https://www.gesetze-im-internet.de/bdsg_2018/__54.html
https://gesetze.berlin.de/perma?j=DSG_BE_!_39

Priifschritt 2: Erheblichkeitsschwelle

Entfaltet die Verarbeitung gegeniiber der betroffenen Person
rechtliche Wirkung oder beeintrachtigt sie erheblich in ahnlicher
Weise? - EG 71 und Art. 22 (1) DSGVO

1. Verarbeitungstatigkeit einordnen

e typische Beispiele: Rechtsakt einer Behdrde, Bewerbungsverfahren,
Vertragsanbahnung sowie Verarbeitung einer SCHUFA-Auskunft

2. Erheblichkeitsschwelle priifen

o Leitlinien der "Artikel-29-Gruppe" zu automatisierten Entscheidungen

e einschlagige Kommentare & Urteile

18


https://www.datenschutzkonferenz-online.de/media/wp/20180206_wp251_rev01.docx

Prifschritt 3: Menschliche Interaktion & Profiling

Erfolgt die Entscheidungsfindung ohne menschliche Interaktion
oder findet Profiling statt? - Art. 22 (1) DSGVO

e MaBgeblichkeit: Ist eine Entscheidung bereits weitestgehend vorbereitet?

e Werden ausreichend personelle Ressourcen zur Wiirdigung des Sachverhalts fir
die erforderliche Prifung im Einzelfall bereitgestellt?

e Profiling: Analyse oder Prognose personlicher Aspekte*
o Berucksichtigung potentieller Risiken kunftiger Entscheidungen

*) hinsichtlich Arbeitsleistung, wirtschaftlicher Lage, Gesundheit, persénlicher Vorlieben,

Interessen, Zuverlassigkeit, Verhalten, Aufenthaltsort, Ortswechsel, ... s. Art. 4 (4) DSGVO
19


https://datenschutzarchiv.org/dokumente/dsgvo-gesetzestext/kapitel-i-art-1-4/artikel-4

Prufschritt 4: Ausnahmen nach Art. 22 (2) DSGVO

Die automatisierte Entscheidungsfindung ...

a) ist fur einen Vertrag erforderlich,

e Z.B. Liquiditatsprifung bei Online-Vertrag einer Fahrradversicherung
b) setzt eine gesetzliche Regelung um oder

e konkrete Verarbeitung muss darunter fallen

c) basiert auf einer ausdrucklichen Einwilligung?

e Zulassigkeit der Einwilligung & Nachvollziehbarkeit der Freiwilligkeit

20



Priifschritt 5: Besondere Datenkategorien

Art. 22 (4) DSGVO: Es werden keine besonderen Kategorien
personenbezogener Daten* verarbeitet oder es liegt vor:

(1) ausdruckliche Einwilligung nach Art. 9 (2) lit. a DSGVO bzw.

e z.B. fUr individuelle Verwandschaftsanalyse mit Genetischer Genealogie

(i) gesetzliche Regelung entsprechend Art. 9 (2) lit. g DSGVO

*) Entspr. Art. 9 (1) DSGVO: Ethnische Herkunft, politische Meinungen, religidose oder
weltanschauliche Uberzeugungen, Gewerkschaftszugehérigkeit, genetische oder bio-
metrische Daten, Gesundheitsdaten, Daten zu Sexualleben oder sexueller Orientierung >


https://de.wikipedia.org/wiki/Genetische_Genealogie
https://datenschutzarchiv.org/dokumente/dsgvo-gesetzestext/kapitel-ii/artikel-9

Auswertung

Drei Falle (Klarungsbedarf zunachst ausraumen!)

e Prifschritt 1, 2 oder 3 hat ein NEIN
=> KEINE automatisierte Entscheidungsfindung => Fertig!

e Alle Prufschritte haben ein JA
=> Automatisierte Entscheidungsfindung => weiter zu den Pflichten

e Prifschritt 4 oder 5 hat ein NEIN
=> Die Verarbeitung ist unzulassig => Fertig!

Prifergebnis nicht wie gedacht?

e Anpassungen moglich oder sinnvoll, z.B. nur Entscheidungsunterstiutzung?

22



Eine Handvoll Beispiele

23



Videoliberwachung offentlicher
Raume
e Automatisierte Verarbeitung von Videostreams
in Echzeit:

o Extraktion biometrischer Merkmale
o |dentifizierung von Personen

o Abfrage von Datenbanken

e Verfolgung Gber mehrere Kameras hinweg
(,Ubergabe-Handshake")

e Alarm bei gesuchten Personen

=> NICHT im sachlichen Anwendungsbereich

Sz
Nina Weber 29 ™"
_ Lindenstr, 13,Berlin &
- Additional info.

—




Kamikazedrohne

e Drohne mit Sprengsatz

e programmiertes Ziel (GPS, Kfz, Telefon o.a.)
e Explosion bei Aufschlag / ZiUndung

e Fernsteuerung madglich

e Fliegt autonom (mit Ki)

e . Intelligente Drohnen” wahlen Ziele selbst

=> NICHT im sachlichen Anwendungsbereich

Die Bundeswehr beschafft Einwegdrohnen als
sogenannte Loitering Munition (2025)



https://www.bundeswehr.de/de/meldungen/bundeswehr-beschafft-loitering-munition
https://www.bundeswehr.de/de/meldungen/bundeswehr-beschafft-loitering-munition

Wohnungssuche

e Viele Bewerber:iinnen
o Automatisierung sinnvoll

o Vorauswahl / Ranking
e Ausschluss ohne positive SCHUFA-Auskunft?!

e Einkommensprufung, Kinderzahl, Herkunft
o Soziale Diskriminierung?

=> Entscheidung liegt ,bei Vermieter:in”

=> KEINE automatisierte Entscheidung
(systematische Benachteiligung vermeiden!)

BGH-Urteil v. 29.01.2026 - | ZR 129/25: Makler haftet fiir
Diskriminierung wegen ethnischer Herkunft



https://rsw.beck.de/aktuell/daily/meldung/detail/bgh-IZR12925-diskriminierung-wohnungssuche-makler-schadensersatz-agg
https://rsw.beck.de/aktuell/daily/meldung/detail/bgh-IZR12925-diskriminierung-wohnungssuche-makler-schadensersatz-agg

Datingplattform

e Profile mit Ort, Alter, Vorlieben, Fotos

e Matching
o Vorschlage auf Basis der Profile

o Diskriminierung Einzelner (?!)
o Algorithmus ist Geschaftsgeheimnis (!)
e Kennenlernen nach beidseitigem Opt-In

=> Profiling! Autom. Entscheidungsfindung,
wenn da nicht die Erheblichkeitsschwelle ware.

Hinweis: Ausdruckliche Einwilligung in Datenerhe-
bung Uber Sexualleben und sexuelle Orientierung!




Individuelle Vorsorge

Krankenkassen werten Arztabrechnungen aus

e Abrechnungs-Codes werden analysiert

e automatische Berechnung der Risiken
bestimmter Krankheiten

e Vorschlag individueller VorsorgemaBBnahmen

=> Rechtsgrundlagen sind Gesundheitsdaten-

nutzungsgesetz - GDNG und § 25b SGB V; s.a.:
Verbraucherzentrale

=> zulassige automatisierte Entscheidungsfindung
im Einzelfall



https://www.gesetze-im-internet.de/gdng/
https://www.gesetze-im-internet.de/gdng/
https://www.verbraucherzentrale.de/wissen/gesundheit-pflege/krankenversicherung/gesundheitsdatennutzungsgesetz-was-versicherte-jetzt-wissen-muessen-109979

Da war noch was

e Pflichten der DSGVO
o |nterventionsrecht

o Informations-
pflichten
e Und die KI-VO.

Dazu spater mehr.

Bild: Willem van de Poll:
Kantoorbediende stempelt
documenten.




Interventionsrecht - Art. 22 (3) DSGVO

Angemessene MalBbnahmen zur Wahrung der Rechte, Freiheiten

und berechtigten Interessen der betroffenen Person, wozu
mindestens das Recht auf

e Erwirkung des Eingreifens einer Person seitens des Verantwortlichen,
e Darlegung des eigenen Standpunkts und

e Anfechtung der Entscheidung ("KI-Rlige") gehort.

Hinweis: Sonstige Anforderungen der DSGVO sind zu erfullen, insbesondere

Schwellwertanalyse und ggf. DSFA; AuBerdem die KI-Verordnung
30



Datenschutzhinweise - Art. 13 (2) lit. f DSGVO

» Aussagekraftige Informationen uber die involvierte Logik bei
automatisierter Entscheidungsfindung sowie

 Erlauterung der Tragweite und der angestrebten
Auswirkungen fur die betroffene Person

Anmerkungen

e siehe EUGH-Urteil ECLI:EU:C:2025:117 - Rechtssache C 203/22 | Dun & Bradstreet
Austria. Automatisierte Bonitatsbeurteilung: Die betroffene Person hat das Recht,
zu erfahren, wie die sie betreffende Entscheidung zustande kam.

e Falls die Daten von Dritten erhoben wurden analog entspr. Art. 14 (2) lit. g DSGVO
31


https://curia.europa.eu/juris/liste.jsf?language=de&num=C-203/22
https://datenschutzarchiv.org/dokumente/dsgvo-gesetzestext/kapitel-iii/artikel-14
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Was ist ein Decision Support System?

Entscheidungsunterstutzung ist eigentlich
automatisierte Entscheidungsfindung!

e Computersystem bereitet Informationen auf

o fasst sie als Entscheidungsvorlage ("Lagebild") zusammen oder

o analysiert Daten und schlagt Handlungsoption(en) vor

e Entscheidung wird durch Menschen getroffen

o zumeist grindliche Einzelfallpriifung erforderlich

o Mensch sollte bedenken, worauf generierte Vorschlage basieren

33



Die KI-Verordnung (KI-VO, Al-Act)

e Produktsicherheit ist im Fokus

e Personlichkeitsrechte sind nicht zentral

Volltext der KI-VO:
e cur-lex.europa.eu/legal-content/DE/TXT/?uri=CELEX%3A32024R1689

34


https://eur-lex.europa.eu/legal-content/DE/TXT/?uri=CELEX%3A32024R1689

Die KI-Verordnung

 geht risikobasiert vor

o verbotene Praktiken im Kl-Bereich - Art. 5 KI-VO
o Hochrisiko-KI-Systeme - Artt. 6-49 KI-VO
o KI-Modelle mit allgemeinem Verwendungszweck - Artt. 51-56 KI-VO

« umfangreiche Pflichten

o vor allem fur fur Anbieter & Betreiber von Hochrisiko-KI

» Entscheidungsfindung und -unterstlitzung sind adressiert

35



Regelungen zur Entscheidungsfindung in der KI-VO

o Verbotene Praktiken

o entspr. Art. 5 KI-VO, z.B. manipulative oder tauschende Techniken

o Pflichten fur Hochrisiko-KI-Systeme, u.a.

o Erlauterung der Entscheidungsfindung im Einzelfall - Art. 86 KI-VO
o Wirksame menschliche Aufsicht zur Risikominimierung - Artt. 14, 26 KI-VO
o Grundrechte-Folgenabschatzung - Art. 27 KI-VO

36



Recht auf Erlauterung der Entscheidungsfindung

Personen, die von der Entscheidung eines Hochrisiko-KI-Systems betroffen sind,
die rechtliche Auswirkungen hat oder sie in ahnlicher Art erheblich beeintrachtigt,
so dass ihrer Ansicht nach ihre Gesundheit, Sicherheit oder Grundrechte
betroffen sind, haben das Recht auf eine klare und aussagekraftige Erlauterung

e zur Rolle des KI-Systems im Entscheidungsprozess

und
e zu den wichtigsten Elementen der getroffenen Entscheidung

Aussage des Art. 86 (1) KI-VO => Analogie zu Art. 13 (2) lit. f DSGVO

37



Menschliche Aufsicht fur Hochrisiko-KI (1)

Risikominimierung fiir Betroffene

Die menschliche Aufsicht dient der Verhinderung oder Minimierung der Risiken
fir Gesundheit, Sicherheit oder Grundrechte, die entstehen kénnen, wenn ein
Hochrisiko-KI-System im Einklang mit seiner Zweckbestimmung oder im Rahmen
einer vernunftigerweise vorhersehbaren Fehlanwendung verwendet wird (..)

Art. 14 (2) KI-VO

38



Menschliche Aufsicht fiir Hochrisiko-KI (2)

Vier-Augen-Prinzip

Bei (..) Hochrisiko-KI-Systemen miussen die (..) Vorkehrungen so gestaltet sein, dass
auBerdem der Betreiber keine MaBBnahmen oder Entscheidungen allein aufgrund
des vom System hervorgebrachten ldentifizierungsergebnisses trifft, solange
diese Identifizierung nicht von mindestens zwei nattirlichen Personen, die die
notwendige Kompetenz, Ausbildung und Befugnis besitzen, getrennt Gberprift
und bestatigt wurde. (..)

Art. 14 (5) KI-VO => Analogie zu Art. 22 (1) DSGVO

39



Grundrechte-Folgenabschatzung fiir Hochrisiko-KI

Ziel der Grundrechte-Folgenabschatzung ist es, dass der Betreiber die spezifischen
Risiken flr die Rechte von Einzelpersonen oder Gruppen von Einzelpersonen, die

wahrscheinlich betroffen sein werden, ermittelt und MalBnahmen ermittelt, die im
Falle eines Eintretens dieser Risiken zu ergreifen sind.

EG 96 S. 4 KI-VO, s.a. Art. 27 KI-VO

Analogie zur Datenschutz-Folgenabschatzung (DSFA) entsprechend Art. 35 DSGVO

40



Drei Beipiele fur Entscheidungsunterstiitzung mit Ki

41



E-Recruiting
In Bewerbungsverfahren Kl einsetzen, z.B.

e Smileys bei Zeugnissen
e Strukturierung der Unterlagen
e Zusammenfassung von Beurteilungen
e Vorauswahl von Bewerber:innen (Ranking)
e Automatisierte Bewerber:innen-Tests
e Videointerviews mit KI-Avatar
=> Klarungsbedarf: Mallgeblichkeit der

automatisierten (Vor-)Verarbeitung fir die
Entscheidungsfindung prifen




MRT-Diagnostik

e Training spezieller KI-Systeme (keine LLMs!)
* hohe Genauigkeit der Tumor-Erkennung

e aber auch: groBes Technikvertrauen
("Automation Bias")

e verlieren Arzt:innen Kompetenz der Bildanalyse?*

*) s. Artikel: Endoscopist deskilling risk after exposure to
artificial intelligence in colonoscopy: a multicentre,
observational study. Budzyn, Krzysztof et al. The Lancet
Gastroenterology & Hepatology, Vol. 10, Issue 10, 896 -
903



https://www.thelancet.com/journals/langas/article/PIIS2468-1253(25)00133-5/abstract
https://www.thelancet.com/journals/langas/article/PIIS2468-1253(25)00133-5/abstract
https://www.thelancet.com/journals/langas/article/PIIS2468-1253(25)00133-5/abstract
https://www.thelancet.com/journals/langas/article/PIIS2468-1253(25)00133-5/abstract
https://www.thelancet.com/journals/langas/article/PIIS2468-1253(25)00133-5/abstract

Palantir: Big Data for Big Brother

Beispiellose Integration und Analyse heterogener
Datenquellen in Echtzeit.

e Extraction-Transformation-Loading (ETL)

e Semantische Annotation mit Ontologien

e Rasterfahndung 2.0 (Zweckbindung!)

e Massenuberwachung in Echtzeit

e Live-Lagebilder zur Entscheidungsunterstutzung

D (Polizei): "HessenData", Bayern ("VERA"), NRW ...
USA (ICE): ImmigrationOS; Militar: Project Maven
"automating the kill chain"; in Europa als MSS Nato



https://netzpolitik.org/tag/palantir/
https://netzpolitik.org/2026/us-einwanderungsbehoerde-mit-palantir-und-paragon-auf-migrantenjagd/
https://defensetalks.com/united-states-project-maven-and-the-rise-of-ai-assisted-warfare/
https://the-decoder.de/project-maven-erreicht-europa-nato-setzt-auf-palantirs-ki-analysesystem/

Agenda

1. Automatisierte Entscheidungsfindung
2. Das Priifschema
3. Entscheidungsunterstiitzung

4. Fazit & Diskussion

45



Fazit

Datenschutz-Compliance ist mit vorgestelltem Priifschema dokumentierbar

Vielzahl automatisierter Entscheidungsprozesse
e aber selten nach Art. 22 DSGVO (Ausnahme: Rechtsakte im offentlichen Bereich)

e Ausgestaltung ermdglicht ,Vermeidung des in Art. 22 DSGVO Regulierten”

e Entscheidungsunterstiitzung kaum in der DSGVO adressiert
(bis auf Profiling; ein wenig findet sich in der KI-VO)

Ethische Aspekte

e Entscheidungsfindung fair und gerecht gestalten
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Am Ende wird alles gut!

e Automatisierte Entscheidungsfindung und
-unterstutzung beschleunigt vieles

e DSGVO & KI-VO ermoglichen Automatisierung
o Grundrechte werden sichergestellt

o Betroffene werden umfassend informiert

o burokratischer Aufwand konnte geringer
ausfallen

e Menschen konn(t)en sich auf Wesentliches
konzentrieren, z.B. taz-Artikel "Automatisierte
Vergesslichkeit" v. 6.12.2025

Bild: privat



https://taz.de/Automatisierte-Vergesslichkeit/!6133816/
https://taz.de/Automatisierte-Vergesslichkeit/!6133816/

Bildquellen

Stiftung Datenschutz: Datenschutz am Mittag & privat

Envelopes of the Benefits department of the Dutch Tax and Customs
Administration. Image by mystic_mabel, CC BY-SA 2.0, via Wikimedia Commons

Keven Law: Mauswiesel. CC BY-SA 2.0, via Wikimedia Commons

Willem van de Poll: Kantoorbediende stempelt documenten. CCO, via Wikimedia
Commons

Neil Theasby: Walton Post Office, Chesterfield. CC BY-SA 2.0 via The Geograph

nicht gekennzeichnete Bilder sind Kl-generiert
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https://stiftungdatenschutz.org/veranstaltungen/datenschutz-am-mittag
https://creativecommons.org/licenses/by-sa/2.0
https://commons.wikimedia.org/wiki/File:Belastingdienst_Toeslagen_enveloppen.jpg
https://creativecommons.org/licenses/by-sa/2.0
https://commons.wikimedia.org/wiki/File:Mustela_nivalis_-British_Wildlife_Centre-4.jpg
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://commons.wikimedia.org/wiki/File:Kantoorbediende_stempelt_documenten._Naast_hem_stempelstandaards,_Bestanddeelnr_189-0012.jpg
https://commons.wikimedia.org/wiki/File:Kantoorbediende_stempelt_documenten._Naast_hem_stempelstandaards,_Bestanddeelnr_189-0012.jpg
https://www.geograph.org.uk/profile/40672
https://creativecommons.org/licenses/by-sa/2.0/
https://www.geograph.org.uk/photo/3758116
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Bundesdatenschutzgesetz-Uberarbeitung legalisiert Scoring mit einem , Lex
Schufa”. Datenschutz-Blog (21.2.2024)

A. Lukacs, S.Varadi: GDPR-compliant Al-based automated decision-making in the
world of work. Computer Law & Security Review, Vol. 50, Sept. 2023, 105848
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https://blogs.tu-berlin.de/datenschutz_notizen/2025/12/10/automatisierte-entscheidungsfindungen-und-ihre-datenschutzrechtlichen-grenzen/
https://www.bvdnet.de/wp-content/uploads/2025/07/BvD-News_2025-2_Web.pdf
https://curia.europa.eu/juris/liste.jsf?language=de&num=C-203/22
https://blogs.tu-berlin.de/datenschutz_notizen/2024/02/21/bdsg-ueberarbeitung-legalisiert-scoring-mit-einem-lex-schufa/
https://blogs.tu-berlin.de/datenschutz_notizen/2024/02/21/bdsg-ueberarbeitung-legalisiert-scoring-mit-einem-lex-schufa/
https://doi.org/10.1016/j.clsr.2023.105848
https://doi.org/10.1016/j.clsr.2023.105848
https://curia.europa.eu/juris/documents.jsf?num=C-634/21
https://www.datenschutzkonferenz-online.de/media/wp/20180206_wp251_rev01.docx

Vielen Dank fur lhre
Aufmerksamkeit!

e Priifschema & Folien im Datenschutz-Blog
blogs.tu-berlin.de/datenschutz_notizen => QR-Code

e BvD-Verbandstage 5./6.5.2026 in Berlin. M. Neiling:
Entscheidungsunterstiitzung im Lichte der KI-VO.

Hinweis: Die Folien sind mit Markdown/MARP umgesetzt.

Der QR-Code mit dem Generator der TU Chemnitz.
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https://blogs.tu-berlin.de/datenschutz_notizen
https://marp.app/
https://www.tu-chemnitz.de/urz/apps/qrcode/

DATENSCHUTZ
AM MITTAG

Datenschutzrechtliche
Aspekte automatisierter
Entscheidungsfindungen

Ein Prifschema gemal
Art. 22 DSGVO

Dr. Mattis Neiling

m.neiling@tu-berlin.de

Webinar der
Stiftung Datenschutz am 10.2.2026
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Britischer Post-Office Skandal
(1999-2015)

e Fehlerhafte Abrechnungssoftware berechnete
Verluste

e 900+ Sub-Postmaster wurden wegen
Unterschlagung verurteilt

e Existenzen wurden ruiniert, bis hin zu Suizid

Quellen: LBCNews Article | Wikipedia

Bild: Neil Theasby: Walton Post Office, Chesterfield.



https://www.lbc.co.uk/news/explained/suicide-attempts-bankruptcies-jail-sentences-real-stories-of-post-office-victims/
https://en.wikipedia.org/wiki/British_Post_Office_scandal

Routenplanung

Algorithmus & Nachvollziehbarkeit

e schnellste oder sparsamste Strecke?

e Hauptstrallen bevorzugen?

e adaquate Alternativrouten oder Umwege?

e personalisiert, z.B. ,meine typische Strecke"?
e warum fehlen manchmal direkte Strecken?

e findet Verkehrslenkung statt?

Was sonst noch?

e bessere Routen” fur Premium-Kunden?

e Routenwahl bei autonomem Fahren?

< 20l min (11km)
a9 22 min

= 22 min ot 23 min

&
5
&

20 min (11 km)

31]

e

Q

TUBerlin

V

Fastest route, despite the usual traffic
A
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Blitzer

Automatisierte Verarbeitung der Polizei

1. praft Plausibilitat des Verstol3es
2. ermittelt Kennzeichen und Halter:in

3. versendet Verwarnung fur Ordnungswidrigkeit
(falls BuBgeld droht ggf. mit manueller Prifung)

=> gesetzliche Regelung: BuBgeldkatalog

=> zulassige automatisierte Entscheidungsfindung,
allerdings ist Erheblichkeitsschwelle zu bestimmen




Automatisierter Mullbescheid

kuriose Interpretation des Art. 22 DSGVO

Ein Bremer klagte gegen seinen Abfallgebuhrenbescheid, weil er entgegen der DS-
GVO ohne menschliches Zutun erstellt worden sei. Das VG Bremen gab ihm der
Sache nach Recht, im Ergebnis half ihm das aber nicht.

e im Widerspruchsverfahren befasste sich eine Sachbearbeiterin mit dem Bescheid:

So sei der Mangel der automatisierten Entscheidung nachtraglich geheilt worden.

e in Bremen fehlt zudem eine Rechtsgrundlage fir automatisierte
(MullgebUhren-)Bescheide

Beck aktuell: VG Bremen, Urteil vom 14.07.2025 - 2 K 763/23
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https://rsw.beck.de/aktuell/daily/meldung/detail/vg-bremen-2k76323-gebuehrenbescheid-dsgvo-automatisierung-mensch-entscheidung

SIGINT-basierte Generierung
von Angriffszielen

e Automatische Auswertung von Satellitendaten
und Geheimdienst-informationen, u.a.
o Kommunikations- und Bewegungsdaten

e KI generiert potentielle Ziele

e Auswahl/Bestatigung durch Officer in
Kommandozentrum

e Gezieltes Bombardement

Wikipedia zu SIGINT: Signal Intelligence



https://en.wikipedia.org/wiki/Signals_intelligence

Beispiele aus dem Hochschulbereich
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Elektronische Priufungen an
Hochschulen

e Multiple-Choice: Regelhaft, transparent
e Texte mit Musterlésungen vergleichen (LLMs)
e Programmiercode mit K| testen & bewerten

e Uberwachung von Online-Prifungen
.Proctoring”

=> Prufungen sind hoheitliche Aufgabe!




Learning Analytics

e |nteraktives, adaptives Lernen

e Unterstltzung alternativer Lernpfade

Kl-basiert

e Analyse individueller Studienverlaufe

e Selbsttests ("E-Assessment")

Studierendensicht

e freiwilliges, zusatzliches Angebot
e direktes Feedback & Empfehlungen

e keine Benachteiligung bei Nichtnutzung (!)




Zeugnisverifikation

Uni Assist e.V.

e Verein von 150 Mitgliedshochschulen

e pruft internationale Studienbewerbungen,
u.a. Hochschulzugangsberechtigung (HZB)

e geplant ist:
o Kl-basierte automatische Priifung
o Kooperation mit Compounder GmbH

o Nutzung von AdmitCheck

Bild: Screenshot www.admitcheck.com

AdmitCheck bvcompounDEr

So funktioniert
AdmitCheck

Vier automatisierte Schritte fiir eine schnelle
Zulassungsempfehlung

HZB-Ermittlung

Automatische Priifung der
Hochschulzugangsberechtigung

Akkreditierung

Anerkennung ausldndischer Bildungsinstitutionen
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https://www.uni-assist.de/
https://www.admitcheck.com/produkt

Ruckmeldung an der TU Berlin

Immatrikulierte Studierende

e (berweisen Semestergebuhr mit Name und Matrikelnr. als Verwendungszweck

e Online-Antrage: Semesterticketbefreiung, Nebenhdérer*innen, ...

Studierendenservice
e wertet Verwendungszweck automatisch aus und aktualisiert Status in SAP
e klart nicht zuordenbare Uberweisungen (< 5%)
e sendet regelmalig Erinnerungsmails an Saumige

e erhalt Ruckfragen per Mail und bietet Sprechstunde vor Ort

Exmatrikulation erfolgt ausschlieBlich durch Beschaftigte, nicht automatisch!
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Bewerbung fir Bachelorstudiengange mit NC (1)

Verfahren an vielen o6ffentlichen Hochschulen: hochschulstart.de

hochschul
start.de

Stiftung fiir Hochschulzulassung

(1) Bewerbungsphase

Bewerber:innen mit Hochschulzugangsberechtigung

e wahlen zulassungsbeschrankten Studiengang

e priorisieren Studienorte/Hochschulen nach Erstwunsch, Zweitwunsch, ...

Zulassung erfolgt im "dialogorientierten Serviceverfahren (DoSV)"
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https://hochschulstart.de/

Bewerbung fir Bachelorstudiengange mit NC (2)

Das dialogorientierte Serviceverfahren (DoSV)

(2) Koordinierungsphase

e Hochschulen bestimmen Ranglisten der Bewerber:innen (Noten, Wartesemester ...)

(3) Zulassungsphase

e Hochschulen geben Studienplatze entsprechend ihrer Ranglisten frei
o zu unterschiedlichen Terminen (1)

e Hochschulstart versendet Zulassungsbescheide
o sofortige Zulassung bei Erfillung des Erstwunschs
o bei nachrangigen Winschen muss Bewerber:in innerhalb einer Frist zusagen

und versagt sich damit Erstwunsch (!)
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Bewerbung fiir Bachelorstudiengange mit NC (3)

Das dialogorientierte Serviceverfahren (DoSV) liber hochschulstart.de:

e automatisierte Entscheidungsfindung? => Klarungsbedarf (!)

o Transparenz

o Fairness & Diskriminierung
e auBerdem zu bedenken:

o Informationspflichten

o evtl. gemeinsame Verantwortung

Es findet ein Austausch mit dem DSB von Hochschulstart statt
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Weitere Anwendungsfalle
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Weitere Anwendungsfalle (1)

e Hoheitliche Aufgaben
o Einkommenssteuer, Rentenversicherung, Arbeitslosengeld

o Asylantrage, Aufenthaltsbescheinigungen, Visaantrage
o Verkehrslenkung, Katastrophenschutz

e Hochschulen
o Plagiatserkennung, Kursplatzvergabe, Lehrveranstaltungsplanung

e Wirtschaft
o Microtargeting, Personalisierte Preisbildung

o Logistik, Fertigung, Office Automation

o Agentensysteme, Humanoide Roboter, Drohnen
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Weitere Anwendungsfalle (2)

e Sicherheit, Justiz und Militar

®)

®)

®)

®)

©)

®)

®)

Identifikation von Gefahrdern, Predictive Policing, Grenzsicherung
Kreditkartenbetrug, Geldwascheerkennung

Beschleunigte Urteile

Scannen von Massendaten (Chatkontrolle: harmful content; SIGINT)
Cybersicherheit

(militarische) Lagebilder

autonome Waffensysteme
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